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Background

European authorities have been discussing for a while the opportunities of using artificial intelligence (AI) in the healthcare sector for managing, interpreting and monitoring medical data. However, although AI offers promise to improve health systems, it also brings concerns on ethical principles, and for safety, transparency and trust.

Is Europe ready to welcome and tackle the changes coming with AI? To answer this question, the FEAM Forum event organised high-level discussion from different sectors (healthcare professionals, academia, industry and the European Commission) to explore opportunities and challenges with a view to identifying recommendations on priorities to be addressed by European and national policy-makers to ensure the proper and safe use of AI in healthcare.

Summary

The annual lecture keynote speaker Andrea Renda (Senior Research Fellow, CEPS and Member of the European Commission High Level Group on Artificial Intelligence) described how AI had potential to tackle several of the pressing socio-economic challenges in healthcare: including better and faster (real-time) diagnosis, prediction of disease outcomes and delivery of healthcare interventions, addressing healthcare staff shortages and matching of supply and demand for healthcare resources. AI is only a small part of the answer to the challenges but it will also influence and enable other emerging technologies. Advances in AI, for example to assess health status of the individual leading to mass customisation of healthcare, subject to consumer acceptance will have significant implications for business models in the pharmaceutical and pharmacy sectors as well as for clinicians.

However, there are risks, for example for equity and fairness if new approaches are costlier, for intrusion of privacy and undermining of self-determination, and for accuracy and patient safety if there are appreciable false positives and false negatives in prediction. Although AI can be better than human assessment it is never better than AI plus humans. The draft ethics guidelines from the High-Level Expert Group cover many of the concerns and now need to be embedded into the development of trustworthy AI. Criteria of trustworthy AI include compliance with the law, ethical adherence and robustness. The process checklist to follow in AI design includes the dimensions of
privacy, data governance, transparency, accountability, diversity and non-discrimination, socio-environmental well-being and safety.

Many hope that AI will increase European competitiveness and GDP but Professor Renda advised that the contribution of AI should rather be assessed in terms of the broader socio-economic values expressed in the Sustainable Development Goals. The answer to the question “Is Europe ready?” is not yet, but Europe can get ready by leading on resolving issues for data quality, 5G deployment and ethics alignment. Horizon Europe will be a great opportunity to support research and innovation on healthcare and AI.

Panellists (from academia, clinical practice, industry and the European Commission) responded to these points and expanded on key issues in preparing for AI.

- Health is different and has a higher ethical requirement. This has implications for AI risk assessment and for EU public procurement of AI in healthcare.

- What are the options for regulation? Are higher regulatory standards required because of the black box nature of some AI, which leads to loss of accountability? How should AI learning systems be continuously validated and managed? How to involve the user and developer in co-design while ensuring a standardised framework for regulating data use?

- Quality and validity of data. The quality of much clinical data needs to be improved and assessed for bias and representativeness. Peer review for validity and safety should be added to current procedures for AI development.

- Determining predictability from probabilistic models may reinforce bias. The ability of AI to identify associations must be augmented by research to ascertain causality.

- Trust in healthcare – much more must be done to build trust. This requires public engagement, for example with regard to communicating the issues relating to privacy and confidentiality in using data.

- Public-private partnership in using data. There are various concerns about commercial interests and the lack of transparency and traceability in commercial practices. But there is also recognition that the private sector adds value in
annotating data and building data sets. There is shared interest in devising models whereby both public and private sectors can gain from using patient data for patient benefit.

- Education and skills requirements must be addressed for healthcare professionals and for the public and patients. AI should not replace doctors but should be an asset for them in becoming better doctors: AI in medical practice should be enabling rather than defining.
Report of the event

Welcome and Introduction

Jean-Michel Foidart (Perpetual secretary, Belgian Royal Academy of Medicine) welcomed participants on behalf of the Academy to the Forum event designed to discuss AI advances in the context of social needs in Europe. Challenges are compounded by the problem that many citizens have lost confidence in the EU – but FEAM with its remit across the EU is well placed to deliver messages to the European Commission and, in particular, to its Science Advice Mechanism.

In his introduction to the programme, George Griffin (President of FEAM) expanded on the work of FEAM and its Forum in organising a series of activities to inform the European Commission and Parliament. Thanking the UK Academy of Medical Sciences for helping to finance the event, he observed that the UK academy had itself previously examined some of the issues for new data-driven technologies in healthcare\(^1\). AI might be regarded as an unfortunate name in some respects – it is artificial but is it intelligent? In previewing what became a pervasive theme during subsequent discussion, the potential of AI to replace healthcare professionals, Professor Griffin highlighted the importance of optimising human-human interfaces as well as human-AI interfaces.

Keynote Lecture

Andrea Renda (Senior Research Fellow, CEPS and Member of the European Commission High Level Expert Group on Artificial Intelligence) started by reviewing the main socio-economic challenges in healthcare, assessing how AI (and other emerging technologies) might be anticipated to help tackle the challenges (Table 1).

---

\(^1\) The Academy of Medical Sciences 2018 “Our data-driven future in healthcare”.
Some of these points are discussed in further detail subsequently in the context of what can now be expected. The opportunities for using AI depend on availability of good quality, unbiased and representative, data. However, even if data-driven machine algorithms generate satisfactory diagnosis for most patients, they may not do so for rarer conditions, increasing ethical concerns about inequity.

AI should be seen as only a small part of the answer to socio-economic problems in healthcare but it will also influence and enable other components in the “new technology stack”, for example a dramatic rise in interconnected smart devices and the advent of smart pills. New models for organising medical practice based on real-time signals replacing current delays in access to primary and secondary healthcare will, in turn, steer healthier behaviours via the end user interface.

Computing capacity will continue to skyrocket and its exponential growth will soon exceed the capacity of the human brain, if not human brain capability. The promise of AI and robotics is expected to lead to real-time prevention, more accurate monitoring at micro (individual) and macro (population) levels and greater efficiency in real-time assessment of impacts. Access to data on the status of the individual provides the opportunity for mass customisation of healthcare but this will have significant implications for business models in the pharmaceutical and pharmacy sectors as well as for clinicians. How soon this promise will be achieved, depends on progress in technology development but it is probable that the slowest step will be consumer acceptance.

What are the risks? Will the new era of healthcare be available for all or only those who can afford the costly new approaches? Whether new approaches will always be more costly is a matter of controversy. During the Panel discussion it was suggested, for

<table>
<thead>
<tr>
<th>Challenge to healthcare</th>
<th>Potential AI contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics, particularly ageing populations</td>
<td>Not clear yet</td>
</tr>
<tr>
<td>Health staff shortages</td>
<td>Replace certain jobs</td>
</tr>
<tr>
<td>Differentiating points of care</td>
<td>Optimise point of care if improved data compatibility</td>
</tr>
<tr>
<td>Waste of resources, including over-prescribed pharmaceuticals</td>
<td>Better matching supply and demand</td>
</tr>
<tr>
<td>Rise in lifestyle diseases</td>
<td>Better prediction of future developments e.g. climate change health effects</td>
</tr>
<tr>
<td>Shifting viral disease patterns</td>
<td>Better prediction of future developments</td>
</tr>
<tr>
<td>Long diagnosis timelines</td>
<td>Accelerate diagnosis but may be concern for accuracy</td>
</tr>
<tr>
<td>Distributive inequality</td>
<td>Might be exacerbated e.g. for vulnerable groups</td>
</tr>
</tbody>
</table>
example, that earlier diagnosis will reduce other healthcare costs. But there will be other resource pressures on the health and welfare systems, including pressures arising from job displacement. There will be other concerns for the individual including: privacy intrusion, loss of agency and self-determination, mind manipulation, and the risk of false positives and false negatives in prediction.

Policies must be put into place to manage the various risks but concerns about the black box nature of AI approaches persist – even AI developers cannot always explain how their techniques reach their conclusion. This lack of transparency will undermine confidence by doctors and patients. Would it be better to rely only on those probabilistic algorithms that are explainable, accepting some loss of prediction power?

The strengths and limitation of robots compared to humans in healthcare have been discussed extensively in the literature\(^2\). Evidence to date shows that although AI can be better than human assessment (for example, in identification of metastatic breast cancer), AI is never better than AI plus humans.

Draft ethics guidelines have been published by the High-Level Expert Group\(^3\) and cover issues for:

- Bias and discrimination
- Efficacy and fairness
- Accuracy and privacy
- The “junk” AI problem
- Inclusiveness
- Loss of identity, agency and self-determination
- Liability – who is responsible for AI decisions?
- Explainability

---


These guidelines are based on core ethical principles of respect for human autonomy, prevention of harm, fairness and responsibility, and should be embedded via the principle of process throughout the development of AI from design to algorithm completion. Criteria of trustworthy AI include compliance with the law, ethical adherence and robustness. Which requirements will be mandatory, particularly in the “design for all” model will vary according to sector. The process checklist to follow in design includes the dimensions of privacy, data governance, transparency, accountability, diversity and non-discrimination, socio-environmental well-being and safety.

Should healthcare be kept to a higher standard than other AI applications? Enhanced risk-assessment for healthcare applications is possible but whether it is desirable may depend on cost-benefit considerations. EU policy-makers could enforce stricter requirements for AI in healthcare by selecting trustworthy AI in public procurement.

Will AI increase European competitiveness? Although a role for AI in increasing GDP has been discussed on other occasions, Professor Renda advises that the contribution of AI should instead be assessed broadly, in terms of attainment of the Sustainable Development Goals.

To conclude, by restating the question “Is Europe ready?” the answer must be no, not yet. There is much more to be done in terms of quality data availability, 5G deployment, and ethics alignment. A good case can be made that one of the designated Missions for the forthcoming Horizon Europe R&D funding programme should focus on healthcare and should incorporate AI-related activities. FEAM is invited to help make this a priority for Europe, so that Europe can take a lead in preparing for and implementing AI.

Panel Discussion: Is Europe ready?

Moderator: Jacki Davis, journalist

Gustave Moonen (Member of the Belgian Royal Academy of Medicine) emphasised that it is still early in the adoption of AI but expressed a concern if the objective were to be doctor-less, autonomous medicine by analogy to driver-less cars. This would risk loss of empathy in the practice of medicine. Although there are already black boxes in healthcare, there is need for education and training for both healthcare professionals and patients to prepare for using AI and for combining AI and human intelligence. Evidence-based approaches to evaluating and using AI have to be coordinated across Europe – to support data comparability, minimise costs and share good practice.
Nicola Perrin (Wellcome Trust) suggested that the impact of all emerging technologies tends to be overestimated in the short-term and under-estimated in the long-term. This is going to be true for AI. While there might be some initial quick wins, it is unlikely that progress will continue at the same rate, particularly when one takes into account the difficulties of accessing high quality data.

AI will not replace doctors but doctors using AI will replace those who do not – and a more effective doctor-patient relationship can emerge. The initial impacts in clinical medicine have been in image analysis but among future impacts can be expected self-management of conditions.

Marco Marsella (Head of Unit, “eHealth, Well-Being and Ageing” at European Commission, DG Connect) reviewed how the European Commission is taking a balanced approach by investing in the technology while also supporting assessment of ethical and legal issues. Availability of quality data is the necessary first step in realising the potential of AI. Then, data must be used meaningfully, requiring managed access to personal health data and cultural change among newly-skilled health professionals.

De Cunha Maluf-Burgman (QA Regulatory Affairs Program Manager for RF & Cybersecurity, Medtronic and MedTech Europe representative) advised that good progress is being made in ethical assessment (with the High-Level Expert Group), in technical capacity (for example, faster diagnosis) and in the cultural acceptance that AI is worth adopting because it spares doctor assessment time that can then be devoted to patient care. But, in agreeing with the points made by other speakers, there must also be better healthcare strategies for data mining, if the long-term potential is to be realised.

Stefan Platz (Senior Vice President, Drug Safety & Metabolism, AI/Big Data/Digital Health Strategy, Astra Zeneca) identified value from the use of AI throughout pharmaceutical R&D, from toxicology through to post-marketing surveillance, and in regulatory agencies. AI can also save money by improving the supply chain and can optimise the search for new leads and intellectual property in existing compound libraries. One major ethics issue, as noted by previous speakers, relates to the prediction of patient outcome. What quality data are needed to avoid bias in models, for example if sampling only selected groups?

These initial Panel contributions and other points raised by Professor Renda were used to stimulate further Panel and audience debate on key themes.

- Health is different and has a higher ethical requirement. For example, in terms of respect for autonomy and avoidance of harm. To expand on the point made previously, proportionate risk assessment is important, necessitating a more
regulated market, but this will raise costs of development. When evaluating proportionality, it is particularly difficult to judge the societal acceptability of a risk that is of low probability but potentially high impact.

- **How and what to regulate.** Are algorithms being held to a higher standard than humans? The black box nature of some algorithms tends to magnify concerns about risk – is the critical issue this lack of accountability of AI? Furthermore, for regulation it must be appreciated that these are AI learning systems so continuing validation is needed rather than one-off pre-marketing approval. Regulation is also relevant to understanding medical professional liability issues. To extend the point made previously, is it the case that if the doctor follows closely what AI advises then the doctor would not be liable in the event of a bad outcome, whereas if the AI guidance were to be disregarded then professional liability might newly accrue? If so, this may be an impediment to building an optimal doctor-AI relationship. A challenge for regulation is how to operationalise the ethical principles in different circumstances. Co-design (user-developer)\(^2\) works to an extent but bottom-up policy-making to effect this has inefficiencies: it can be difficult to reach consensus because of different cultural and behavioural biases. Therefore, top-down decisions from policy-makers may be needed to provide the framework for applying co-design. From the European Commission perspective, a balanced approach to regulating use of data can build on what was already been achieved recently with the inception of the Medical Devices Regulation and the General Data Protection Regulation: others agree but ask for work on policy options to be accelerated.

- **Quality and validity of data.** Panellists agreed that one of the biggest challenges is data validity and standardisation - and the quality of much phenotypic, observational and self-collected data could be improved. Even if data are accurate, they may not be representative, for examples data from sick patients may not be generalizable to wider populations. Furthermore, conclusions from AI approaches need to be peer reviewed for validity and safety, but this rarely happens, and accuracy in AI systems may require intrusive data gathering. Can AI itself improve the quality of data collected to use for AI, a virtuous circle? There are opportunities to do this but presently they are not well supported by public research funders or commercial investment. The various options for improving data quality raise a core question of how much effort should respectively be expended on creating a smaller, well-validated data set or on compiling a much larger data set that will include some inaccuracies.
• **Predictability.** Even when data quality is high and AI can be expected to improve prediction of treatment outcomes, there is a strategic question as to how this information should be used to transform health systems. By analogy with the policing application of AI to predict crime locations, the probabilistic expectation of predictability may reinforce a bias to over-inspect certain areas to the detriment of equity. AI identifies associations in data but much more research is required to ascertain if there is causality. AI should be used to ask as well as answer questions.

• **Trust in healthcare.** Panellists also agreed on the importance of building trust in healthcare – the issue is not specific for AI. Trust requires public engagement, not sufficiently emphasised as a feature in the High-Level Expert Group draft guidelines and the data problem is compounded by low public awareness of the current uses of health records’ data. One example for building trust is provided by Sweden where the AI innovation initiative has taken a decentralised approach with local communities in dialogue on the issues relating to privacy, confidentiality and transparency in use of data. AI will likely exacerbate existing uncertainties induced by hyperbole about prospective benefits and concerns about commercial interests. Perhaps health can learn from other sectors, such as agriculture, where stakeholders share meaningful access to data without entirely open access. However, some objectives for data interoperability may require open access. Privacy and security have to be designed into systems to engender trust and lessons of good practice can be derived from the recent European Commission recommendations on Electronic Health Records, to enable data transfer. However, security by design implies human involvement in design and reinforces the point that human involvement must be retained during development and implementation of AI technologies.

• **Public-private partnership in using data.** Some will consider selling patient data problematic, even if the data are anonymised. Because the data belong to the patient, consent is required. A “rights to use” model might be a better basis for resolving tensions than an approach specifying “ownership”. Companies make the point that data on their own have limited value, higher value resides in annotating data, building and curating data sets: the private sector is needed to fund these activities. Nonetheless, while recognising that the private sector adds value, there must also be some return to the public health system. And there is also a concern that if data handling is not transparent or traceable, then suspicions of data manipulation undermine doctors’ and patients’ confidence.
• **Education and skills.** Do doctors need new skills to take advantage of AI or is the issue rather that they will become deskilled by AI? There was general agreement in discussion that reskilling is needed for doctors to be better doctors. That is, AI should not replace doctors but should be an asset for them. Learning about AI is important to translate the patient’s experience into data that can be used by AI and then to translate AI recommendations to patient care. Current trends whereby technology is leading clinicians away from patient contact could be transformed. Clinicians and data scientists working together need a common language to share the clinicians’ hypothesis-driven approach and the data scientists’ data-driven approach. What new skills do patients need and how should patient engagement in use of data be improved? It can be a challenge to convey the issues on use of data in a way that the lay public understand but there is evidence that patients are more receptive to requests for personal data use than are the lay public.

In concluding the discussion, Jacki Davis asked Panellists for “one thing” to help us be ready for AI. Responses reaffirmed previous points:

- Skills, education and training, including in medical schools.
- Engaging to inform public acceptance and tackling issues of trust to support the licence to operate.
- Building the environment to support innovation.
- Encompassing the AI agenda within the Sustainable Development Goals.

George Griffin closed the Forum event by congratulating all participants for their insightful comments across the spectrum research-industry-regulation-clinical practice and welcomed the serious attention being given to critical issues by the EU. Medicine and medical practice already depend completely on computers. The difference to be expected, as AI nears, is the potential for added intelligence in using the information to make decisions. AI should be enabling rather than defining.
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Marco Marsella is Head of the “eHealth, Well-being, and Ageing” Unit in the Directorate General for Communications Networks, Content and Technology (DG CONNECT) of the European Commission. From 2016 to June 2018, Marco Marsella was leading the Unit responsible for the Web Accessibility Directive, Safer Internet and Language Technologies. He has worked on policy development, innovation and research implementation in the areas of digital content, technologies for learning, e-inclusion and assistive technologies.
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Martha brings over 23 years of International, Institutional, Governmental and Regulatory Affairs experience on Telecommunications/telemedicine, Satellites and Medical Devices Industry in countries and regions such as Argentina, Canada, Latin America, Europe and EMEA Regions. Martha has Bachelor in Mechanical Engineering, Masters in International Relations and Marketing Management from the University of El Salvador in Argentina along with the State University of New York at Albany, and a Bachelor of Political Science from the University of El Salvador, and she also has a post-grade in Communications Regulation from the University of Buenos Aires. Martha maintains ongoing professional affiliations and networking with many governments, competent authorities in Healthcare and Telecommunications sectors, and institutions, trade associations and international Fora. Martha currently works for Medtronic Bakken Research Center B.V. in The Netherlands as Quality Regulatory Affairs Program Manager for Radio Frequencies and Cybersecurity and represents her company in
MedTech Europe (MTE), where she has been elected to represent MTE in the ENISA’s eHealth Security Experts Group and appointed to represent MTE as Medical Device representative to the Cybersecurity Task Force within the European Commission. She also represents her company in Bluetooth SIG and in IEEE PHD Cybersecurity Ad Hoc team. Martha advocates on Radio Frequency and Cybersecurity regulatory related matters. Martha also works in innovation as inventor and she has filed 3 patents for Medtronic and is working on more patent submissions. Previous to Medtronic she was Regulatory Affairs Director of New Skies Satellites (today SES). She has been based in The Hague for 11 years and adopted the Dutch Nationality (Argentine of origin).
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Stefan Platz is the Vice President of Drug Safety and Metabolism within AstraZeneca’s Innovative Medicines and Early Development unit (IMED). In this role, Stefan is responsible for the non-clinical safety assessment of the drug candidates in discovery and development, leading a global team across Sweden, UK and the US. Stefan is also the sponsor for data integration and AI on behalf of the IMED Leadership Team. Stefan has a degree in veterinary medicine from the University of Munich and is a German certified veterinary pathologist as well as Diplomate of the American Board of Toxicology. He started his career in 1996 at Boehringer-Ingelheim. Before joining AstraZeneca in February 2012, Stefan led the non-clinical safety organisations for Hoffmann-La Roche in both Basel and Palo Alto. During this time period he also had extended periods of strategic responsibilities for the early safety screening as well as biologics safety. Stefan is particularly interested in exploring novel approaches and technologies to better predict human safety based on in vitro and in silico data. Recent investments by AstraZeneca in micro-physiological systems may help to understand safety risks in patients based on a dynamic cell system mimicking full organ functionality. Together with modelling and simulation of human data this might accelerate drug development and result in a reduction in number of animals used in preclinical testing. Stefan is leading the AZ2025 Workstream for Data and AI as well as the sponsor for data integration and AI on behalf of the IMED Leadership Team.
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